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Weibull Lomax distribution is considered. Bayesian method of estimation is
employed in order to estimate the reliability function of Weibull Pareto distribution by using
non-informative and beta priors. In this paper, the Bayes estimators of the reliability function
have been obtained under squared error, precautionary and entropy loss functions.
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1. INTRODUCTION

The Weibull-Lomax distribution has been proposed by Tahir et al. [1] They
discussed the maximum likelihood estimation of the model parameters. The

probability function f(x;0) and distribution function F(X;6) of Weibull
Lomax distribution are respectively given by:

f(x0)= %EH (v [1_(“ (x/ ﬁ))_a}bl A s
1)

F(x;e):1—exp{—0[(1+(x/,1))a _qb} ; x>0, 2

Let R (t) denote the reliability function, that is, the probability that a system
will survive a specified time t comes out to be:

R(t):exp{—e[(H(t/ﬂ.))a —1T} 11>0. 3)
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The instantaneous failure rate or hazard rate, h(t) is given by:

b-1

h(t) =@[1 (t/2 ]abl[l—(l+(t//1))a} . (4)
From equation (1) and (3), we get:
ab(1+(x/A))" " [1-(1+(x/2))" "
f(GR(1)= sl (a ( ; l [~logR(t)]
A (@ (y2) 1]
“ I: R (t)][{(h(x//l))a1}/{(1+(t/1))a1}T - 0<R (t) <1 (5)

The joint density function or likelihood function of (5) is given by:

e 0 o2
f(|R(t))H|: [(1+(t//1))a— T }

I: log R(t :I [ :IZ[ {(w/2)° }/{(H(t/l))a—l”h ©)

The log likelihood function is given by:

o1 (1500t ﬁ{ab(lﬁxtl[)()H t[//i ()1+()jb//1)) } ﬂ

i=1

+nlog| -log R(t }+(Zn: {(1+(xi/,1))a—1}/{(1+(t//1))a—l}} jlog[R(t)](?)

i=1

Differentiating (7) with respect to R (t) and equating to zero, we get the

maximum likelihood estimator of R (t) as:

A

el 350 }H

(8)
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2. BAYESIAN METHOD OF ESTIMATION

The Bayesian estimation procedure has been developed generally under
squared error loss function:

L(ﬁ(t),R(t)):(fa(t)_R(t)f ©)

where R(t) is an estimate of R(t). The Bayes estimator under the above loss

function, say R(t), , is the posterior mean, i.e.,

R(t), =E[R(V)]. (10)

The squared error loss function is often used also because it does not lead
extensive numerical computation but several authors (Zellner [2], Basu & Ebrahimi
[3]) have recognized the inappropriateness of using symmetric loss function.
Canfield [4] points out that its use may be inappropriate in the estimation of
reliability function. Norstrom [5] introduced an alternative asymmetric
precautionary loss function and also presented a general class of precautionary loss
function with quadratic loss function as a special case. A very useful and simple
asymmetric precautionary loss function is:

L(ﬁ(t),R(t)j: i . w)

The Bayes estimator of R(t) under precautionary loss function is denoted

A

by R(t)P , and is obtained by solving the following equation:

2 |2
R(1), =| E(RO)Y ] (12)
In many practical situations, it appears to be more realistic to express the loss

R(t)

in terms of the ratio F . In this case, Calabria and Pulcini [6] points out that a
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useful asymmetric loss function is the entropy loss L(&) o [5" —p log, (5)—1] :
where & = I?{(t)/R(t) whose minimum occurs at FAQ(t): R(t) when p>0, a
positive error (E&(t)> R(t)j causes more serious consequences than negative

error, and vice-versa. For small | p| value, the function is almost symmetric when

both R(t)and R(t) are measured in a logarithmic scale, and approximately:

2

L(5)e %[loge R(t)-log, R(t)T .

Also, the loss function L(&) has been used in Dey et al. [7] and Dey and
Liu [8], in the original form having p =1. Thus L(5) can be written as:

L(5)=b[5-log,(5)-1]; b>0. (13)

The Bayes estimator of R (t) under entropy loss function, denoted by @&, is

obtained as:
R(1), _Hﬁﬂl. (14)

For the situation where we have no prior information about R(t) , we may
use non-informative prior distribution:

1 _ -
Q(R(t))zm, 0<R(t)<1. -

The most widely used prior distribution for R(t) is a beta distribution with
parameters o, 3 >0, given by:

hZ(R(t))zﬁ[R(t)]a1[1—R(t)]ﬂl; 0<R(t)<L  (16)
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3. BAYES ESTIMATORS OF R(t)UNDER h;(R(t))

Under h, (R(t)), the posterior distribution is defined by:

F(R(O1s) - EIREOIA(RO) -

[T (RO (RE)R()

0

Substituting the values of hy (R(t)) and f (X|R(t)) from equations (15)
and (6) in (17), we get:

H{ b(1 (x/ﬂ)) (1+(X//1)) J}[ng(t)j”

f(R(t)]x)= -
iy AT A T
:[ ] l[(1+ t//i) J dR(t)
R (t)]@{( +Os/2)f {4 ()kl)gR()
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Theorem 1. Assuming the squared error loss function, the Bayes estimate of
R(t) takes the form:

=1+

| [(1+(t/ﬂu))a —1} | "
3 [0+ (x/2)) 1]

i=1

Proof. From equation (10), on using (18):
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Theorem 2. Assuming the precautionary loss function, the Bayes estimate of
R(t) takes the form:

R(1), =

(20)

Ay ﬂ |

2l

Proof. From equation (12), on using (18):

- [(=()  (Re1)er)|

ROV i S0 -1 way 4] -
(t) [g[{(“(xi/i))a }/{( +(t/2))° H I: log R ]

Il
1
1
X
| —
Y
L1

O ey
I

xj[R(t)]@[{(“(x‘””a e [Hlog R(t)] dR(t
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( (1+(x/2)) 1}/{(1+(‘/’°))a‘1}}bjn
(Sl comy - oy 5 oz

Aerway ]
2l

Theorem 3. Assuming the entropy loss function, the Bayes estimate of R (t)

takes the form:

(L)) —1T
n b @)
(e (x/2) 1]

i=1

Proof. From equation (14), on using (18):

R(1), _Hﬁﬂzuﬁ f (R(tl)_())dR(t)T
{Rt)r(lm@[{(““'“))al}/ st T }dm)]

><[R(t)](ﬁ{(l+(xi/l))a /ey ” [-logR(t)]"

ﬁ@[{(uwz))a—1}/{<1+<t/a>>a—1}}b]n
xJ'[R(t)]@R(1+(XiM))a g/ ” [-log R(t ] dR(t

-1
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-1

T (3o ety 4] ro
oo (3 0son - oo 4]

-1

or: R(t).=

4. BAYES ESTIMATORS OF R (t)UNDER h, (R(t))

Under h, (R(t)) , the posterior distribution is defined by:

_TIRO) (R(0)
J 1 (RO (R()R ()

f(R(Y)1x)=

(22)

Substituting the values of h, (R(t)) and f(x|R(t)) from equations (16)

and (6) in (22), we get:
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A (w2 - T
X[R(t)][g[{wxm» o4

ﬁrb<1+<x./a>>ﬂl<1+<w>>ﬂ ][.ogw“

oo [ROT RO

f |X)=——
(FOR n{ab(lﬂx,/ﬂ))ab[ ~(1+(x/4)) }
1l

Al (e (y2)) - T
X[R(t)][é[{@*(xi/ﬂ))3’1}/{(“(1//1))3*1}}'3J#[ ] [1 R :|ﬁl

B(a.p)

][ log R(t)]

O ey
T

dR(1)

[R(t)][é[{(h(xi/,i))a1}/{(1+(t//1))al]bjﬂxll: log R(t :|n [1 R(t :I/j—l
j[R(t)}@[{(MX‘“))a U /{(w () ]] [IogR ][1 R(t ] dR(t

0

or:

R R e g (T (1]

g p-1 5 (1+(Xi//1))a_1 b .
n+1 {(Z; ( j[/[;{m(t/l))a—l] ]+a+kJ ]

(23)

f(R(t)1x)=

Theorem 4. Assuming the squared error loss function, the Bayes estimate of
R(t) takes the form:

ﬂz; ( J[/( 1+ (x/4))" 1+(t/,1))f‘—1}U+a+1+kn}+1
f: ( J(%[ 1+ (x/4))" 1+(t/z))a—1ﬂb]+a+k]

(24)

n+1

x

R(t), =



11 Reliability Estimation of Weibull Lomax Distribution via Bayesian Approach 225

Proof. From equation (10), on using (23):

LA g
0 n+ ﬂ_l— ((F1 3 Wb+a+

2 1)[“)( 1)( k ]{/{Z{ (1+(t/z))a1H k} ]
llecomr ool o iog R T [1-ROT R
mm{f o o (Bl w1 {(1+<t/z>>a—m*“kﬂ

) fzj( (ﬂ 1}(%[;[ +(x/4)) }/{(1+(t//1))a—1}TJ+0¢+1+kJ
f: ( ](%(;[{(u x/2)) - }/{(1+(t/1))a—1}U+o¢+kjn+

Theorem 5. Assuming the precautionary loss function, the Bayes estimate of
R(t) takes the form:

ﬂl 1+ X//l 1 +a+2+k
= o 1+ t//l -1

n 1+ x//l) +
[/{2‘ 1+(t/2)) ]HHkJ

(25)

dR(t)
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Proof. From equation (12), on using (23):
A 27e
R(1), = | E(R(Y)'

[jtr0r s(rerzyenco |

0| (1+(%/2))° 1 ’

[R(tﬂ[g{ i W*J Jl [Hog R(t)]'[1-R(t)]"

g (B-1 n (1+(xi/ﬂ))a—1b
r(n+1{kz(;(1)( ) J{/[;[(H(t/ﬁ))l] }MK} ]

T J*“”[-mg R()]'[1-R(t)]" dR(t)

dR(t)
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Theorem 6. Assuming the entropy loss function, the Bayes estimate of R(t)
takes the form:

| s’ J{/ {Zﬂi(ﬁ/ﬁ) Hk]
s (g bt ]|

n+l ]

(26)
Proof. From equation (14), on using (23):
ﬁ<t>E{E[iﬂ - [t ' (RE1)eR()
R(t) 2 R()
B PO e R R T 0 [ =)

J
0 R(t)l"(n+1) ﬂil(_l)k [ﬂ_lj Zn: (l+(Xi/L)a_1 b +a+k
k=0 k i1 (1+('[//1))a -1

Jl.[R (t)}[g[{(u(xi/g))a,1}/{(“([/1))«-:71}][] ]+a—2 [-Iog R (t)]n [1_ R(t )]ﬁ—l dR(1)

g ﬁ(%@ua+w>r-1}/{<1+<wr-ﬂ%ﬂ

n+1

-1

n+1



228 Arun Kumar Rao, Himashu Pandey 14
B n+l ]
= -1 0 | (1+(%/4))
(-2) / (L (x/ 1 +a+k
. k=0 k i1 (l+(t//1))
or. R(t)E = n+1
= -1 n | (1+(x /)
(—1)k 4 ( +(x/4) Z +a-1+k
k=0 k i1 (l+(t/l))

5. CONCLUSIONS

We have obtained a number of Bayes estimators of reliability function R (t)

of Weibull Lomax distribution. In equations (19), (20), and (21), we have obtained

the

Bayes estimators by using non-informative prior and in equations (24), (25),

and (26), under beta prior. From the above equations, it is clear that the Bayes

estimators of R(t) depend upon the parameters of the prior distribution. In this

case, the risk function and corresponding Bayes risks do not exist.
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